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We introduce a model combining basic elements of conservative systems which give rise to gap solitons, i.e.,
a periodic potential and self-defocusing cubic nonlinearity, and dissipative terms corresponding to the complex
Ginzburg-Landau �CGL� equation of the cubic-quintic type. The model may be realized in optical cavities with
a periodic transverse modulation of the refractive index, self-defocusing nonlinearity, linear gain, and saturable
absorption. By means of systematic simulations and analytical approximations, we find three species of stable
dissipative gap solitons �DGSs�, and also dark solitons. They are located in the first finite band gap, very close
to the border of the Bloch band separating the finite and the semi-infinite gaps. Two species represent loosely
and tightly bound solitons, in cases when the underlying Bloch band is, respectively, relatively broad or very
narrow. These two families of stationary solitons are separated by a region of breathers. The loosely bound
DGSs are accurately described by means of two approximations, which rely on the product of a carrier Bloch
function and a slowly varying envelope, or reduce the model to CGL-Bragg equations. The former approxi-
mation also applies to dark solitons. Another method, based on the variational approximation, accurately
describes tightly bound solitons. The loosely bound DGSs, as well as dark solitons, are mobile, and their
collisions are quasielastic.
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I. INTRODUCTION AND THE MODEL

Complex Ginzburg-Landau �CGL� equations are well
known as basic models for pattern formation in various non-
linear dissipative media �1�. In addition to that, they find
direct realizations in nonlinear optics, hydrodynamics,
chemical waves, and other areas �2�. An important class of
objects predicted by the CGL equations are solitary pulses,
alias “dissipative solitons.” They may represent, in particular,
pulses of traveling-wave convection in channels �3� and op-
tical signals generated by fiber lasers, the latter area being
very important for applications �4,5�.

The simplest CGL equation is one with the cubic nonlin-
earity. Exact solutions for pulses are available in that case
�6�, but they are unstable. A modified equation that can sup-
port stable pulses includes the cubic-quintic �CQ� nonlinear-
ity, i.e., a combination of linear loss, cubic gain, and quintic
loss, the latter term securing the overall stability of the
model. The CGL equation of the CQ type was first proposed
�in the two-dimensional form� by Petviashvili and Sergeev
�7�. In the one-dimensional version of the CQ-CGL equation,
stable solitary-pulse solutions were predicted by means of an
analytical approximation, which treated them as a modifica-
tion of solitons of the nonlinear Schrödinger equation �8�.
Later, they were studied in detail, chiefly by means of nu-
merical simulations �9,10�. More general models, such as the
complex Swift-Hohenberg equation with the CQ nonlinearity
�11�, and systems of linearly coupled CQ-CGL equations
�12�, were developed too.

Besides the classical solitons of the nonlinear-Schrödinger
type, another generic species of solitary waves in conserva-
tive media are gap solitons �GSs�. They are important objects
both in nonlinear optics �represented, first of all, by temporal

solitons in fiber Bragg gratings� and in Bose-Einstein con-
densates �BECs� with repulsive interactions between atoms,
which are trapped in optical-lattice potentials. A characteris-
tic feature, which had given the gap solitons their name, is
the fact that their wave number �in terms of optics� falls into
a finite band gap induced by the effective periodic potential
acting in the medium. In the context of both fiber gratings
�13–15� and BEC �16,17�, gap solitons were predicted theo-
retically, including two-dimensional matter waves of the gap-
soliton type �18,19�. Following these predictions, the cre-
ation of optical and matter-wave gap solitons in effectively
one-dimensional settings was reported, respectively, in short
segments of fiber gratings �20�, and in the condensate of
87Rb atoms loaded into an optical lattice �21�.

A new physical setting may be expected as a result of the
interplay between the periodic-potential background, which
is responsible for the existence of GSs in conservative non-
linear media, and the CQ dissipative nonlinearity which sta-
bilizes the ordinary dissipative solitons in media modeled by
CGL equations. The basic equation of the CGL type, which
incorporates these ingredients, takes a relatively simple form
�if proper rescalings were used to minimize the number of
free parameters� as follows:

i
��

�t
= −

1

2

�2�

�x2 + ����2 − � cos��qx���

+ i�− �1 + �3���2 − �5���4�� , �1�

where � is the local amplitude of the electromagnetic wave
�in terms of the optical model�, � and 2 /q are the amplitude
and period of the lattice potential, and positive coefficients
�1, �5, and �3 account for, respectively, the linear and quintic
dissipation and cubic gain in the CQ-CGL model. The self-
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defocusing nonlinearity, which appears in Eq. �1�, is most
relevant to GSs; in the case of self-attraction, GSs are less
significant objects, as it is then much easier to create ordi-
nary solitons with the wave number belonging to the semi-
infinite gap. A quintic self-defocusing term is not included in
Eq. �1�, as, in optical media, it always represents a small
correction to its cubic counterpart �it may be more important
when it represents a higher-order nonlinearity competing
with the cubic self-focusing, in the presence of a periodic
potential �22��.

A direct physical realization of Eq. �1� is provided by a
planar optical waveguide, with the self-defocusing cubic
nonlinearity, in which the lattice potential accounts for a pe-
riodic transverse modulation of the refractive index, while
the CQ dissipative terms represent �as usual�, a combination
of the linear amplification and saturable absorption. The lat-
ter ingredient is common to laser cavities �such as fiber lasers
�5,23��. In terms of the planar waveguide, variable t in Eq.
�1� is actually the propagation distance, x is the transverse
coordinate, and the second derivative accounts for diffraction
in the paraxial approximation. Note that Eq. �1� does not
include a diffusion �alias viscosity� term, �i�xx: while it is a
usual ingredient of more general models of the CGL type �1�,
this term does not have a straightforward meaning in the
equation for the spatial evolution of optical beams. In fact,
the absence of the viscosity allows dynamical effects, which
would be suppressed otherwise, such as the creation of mov-
ing solitons �tilted beams, in terms of spatial optics� and
collisions between them �10�.

Thus, the proposed setup should make it possible to create
optical gap solitons �in the spatial domain�, supported by the
balance between the cubic gain and linear and quintic dissi-
pation. We call these states dissipative gap solitons �DGSs�.
Besides the general interest, this new species of dissipative
solitons offers potential applications. Indeed, the sensitivity
of the results to the normalized gain strength, �3 /�1, along
with the ease of the creation of tilted �“moving”� solitons and
controllable character of collisions between them �see be-
low�, suggest that the present setting may be used to realize
soliton switching and other all-optical operations.

The paper is organized as follows. In Sec. II, we start by
identifying the location of DGS families with respect to the
underlying band-gap spectrum. It is concluded that all soli-
tons are found in the first finite band gap, very close to the
border of the Bloch band, which separates the band gap from
the semi-infinite one. Further, two distinct soliton species are
identified, namely, loosely and tightly bound ones �i.e., broad
and narrow solitons�. The former family is separated from
the semi-infinite gap by a relatively broad Bloch band, while
the latter one sits on top of a very narrow band. The two
families of the stationary solitons are separated by a region
of breathers. We develop two analytical approximations for
the loosely bound DGSs. One of them, elaborated in Sec. II,
represents the soliton as a product of an underlying Bloch
function and a slowly varying envelope �this approximation
turns out to be very accurate for both bright and dark soli-
tons�. The other approach, presented in Sec. III, reduces Eq.
�1� to coupled-mode equations, i.e., a system of CGL-Bragg
equations. In Secs. II and III, we also demonstrate that
loosely bound dissipative solitons, both bright and dark ones,

can be readily set in motion, and collisions between bright
solitons are quasielastic, leading to an increase of their ve-
locities. Tightly bound solitons are considered in Sec. IV,
where an accurate analytical description for them is devel-
oped on the basis of the variational approximation. The paper
concludes with Sec. V.

II. LOOSELY BOUND SOLITONS

A. General structure of soliton families

Families of stable dissipative solitons can be found from
direct simulations of Eq. �1�, as they are attractors of this
equation. The simulations were performed by means of the
split-step method, typically in the x domain of width L=50
or 100. Generic families of the dissipative soliton states can
be represented by a set of stable localized solutions gener-
ated for the following set of parameters:

� = 5, �1 = 0.01, �3 = 0.2, �5 = 0.6, �2�

while the lattice wave number q is varied �the variation of q
makes it possible to test the “gap-soliton” nature of the so-
lutions�. The small value of linear-loss coefficient �1 in set
�2� is sufficient to secure the stability of the solitons against
perturbations of the background around them. As concerns
the DGSs, it will be seen below that a typical value of their
amplitude is �0.5 �see Figs. 2�b�, 4, 5�b�, and 8�a��. Estimat-
ing average values of ���x��2 and ���x��4 as per these figures,
one can conclude that the values of the coefficients in set �2�
corresponds to, roughly, equal effective strengths �dissipation
rates� induced by the linear and quintic loss terms, which
together compensate the gain provided by the cubic term. In
experimental setups �laser cavities�, the effective values of
the loss and gain coefficients can be easily adjusted in broad
limits �4�. Comparison with cavity models incorporating
saturable absorbers demonstrates that the typical values of
the scaled coefficients fixed in Eq. �2� are quite realistic.

Stationary solutions to Eq. �1� are sought for as �
=e−i�tu�x�, where u�x�����x�� is a real localized function.
The squared width of the soliton is defined �numerically� as
w2=	�x−x0�2���x��2dx /	���x��2dx, where x0 is the central
point of the localized state, and the integration is performed
over the entire spatial domain. Characteristics of the soliton
families, obtained by varying q while other parameters are
fixed as per Eq. �2�, i.e., dependences w�q� and ��q�, are
displayed in Fig. 1.

A fundamentally important feature of the soliton family is
its location with respect to the band-gap structure defined by
the linearized version of Eq. �1�, with �1=0, i.e., the Mathieu
equation �see Eq. �4� below�. The conclusion which is evi-
dent in Fig. 1�b� is that the entire family belongs to the first
finite band gap, running near its lower edge; i.e., very close
to the border of the first Bloch band which separates the
finite band gap from the semi-infinite one. The same conclu-
sion is true for families of dissipative solitons found at other
values of � and �1,3,5.

Figure 1�a� shows a clear trend to an increase of the soli-
ton’s width with q �particular examples of both broad and
narrow solitons are displayed below�. An irregularity in the
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w�q� dependence around q=1.3 is explained by the fact that
the numerically found localized solutions are breathers,
rather than stationary states, in the interval of 1.15�q
�1.46, which separates tightly bound �narrow� and loosely
bound �broad� solitons, as shown in detail in Fig. 2 �Fig. 1
shows time-average values of the width and frequency for
the breathers�.

The amplitude of the intrinsic oscillations of the breather,
which is presented as a function of q, in Fig. 2�c�, is defined
as ��A�2= 
�A�t�− 
A�t���2�, where A�t� is the largest value of
���x , t�� for given t, and 
. . .� stands for the time averaging.
Naturally, �A vanishes at the edges of the interval where the
breathers exist. Note that the oscillation amplitude is always
small.

B. Description of loosely bound solitons
in terms of Bloch functions

1. General analysis

Here we aim to develop a systematic analysis of the DGSs
found at larger values of q, when the first finite band gap,

where they are located in Fig. 1�b�, is separated from the
semi-infinite gap by a relatively broad Bloch band. In this
case, the proximity of the solitons to the upper edge of the
Bloch band suggests using the following ansatz �17,18�:

��x,t� = e−i�0tF�x���x,t� , �3�

where F�x� is a Bloch function, which is to be found as a
solution to the Mathieu equation,

�0F�x� = �1/2�F� + � cos��qx�F �4�

�a relation between �0 and the actual soliton frequency � is
given below�. As usual, the quasiperiodic Bloch function
may be represented as F�x�=eikxf�x�, where k is the quasi-
momentum, and function f�x� is periodic, f�x+2 /q�= f�x�.
Typical results for DGSs are reported here for q=2, i.e.,
when the period of the lattice potential is 1. Then, the solu-
tion to the Mathieu equation determines the corresponding
band structure, �0=�0�k�, points k=0 and k=� being, re-
spectively, the center and edge of the first Brillouin zone
�BZ�.

For small-amplitude solutions, ��x , t� in Eq. �3� is a
slowly varying envelope function. Substituting this ansatz in
Eq. �1� and performing the averaging as per Ref. �18�, one
can derive an equation of the slow evolution for the enve-
lope, which is tantamount to the CQ-CGL equation with con-
stant coefficients, as follows:

i
��

�t
= −

1

2
meff

−1�2�

�x2 + g3���2�

+ i�− �1 + g3�3���2 − g5�5���4�� , �5�

where effective mass meff for linear excitations and average
nonlinear coefficients are

meff
−1 = �0��k�, gn = �

0

1

�F�x��n+1dx/�
0

1

�F�x��2dx, n = 3,5.

�6�

In the case of meff�0 and �1=�3=�5=0, Eq. �5� has an
obvious bright-soliton solution,
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FIG. 1. Chains of circles in panels �a� and �b� display width w
and frequency � of the numerically found dissipative solitons as
functions of wave number q of the periodic potential, while the
other parameters are fixed as per Eq. �2�. The continuous curve in
panel �a� is a guide to the eye �chains of circles represent numeri-
cally found data in other figures too�. In panel �b�, two solid curves
show the edges of the first Bloch band calculated from the linear-
ized �Mathieu� equation for �=5 and �1=0 �see the text�, while the
dashed line is the ��q� dependence as predicted by the analytical
approximation for narrow �tightly bounds� solitons �see Eqs. �29�
and �30��.
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FIG. 2. �a� A set of snapshots illustrating the periodic evolution of the breather at q=1.3. �b� The amplitude of this breather as a function
of t. �c� The amplitude of intrinsic oscillations of the breathers vs q.

GAP SOLITONS IN GINZBURG-LANDAU MEDIA PHYSICAL REVIEW E 77, 056606 �2008�

056606-3



��x� = A exp�i�kx − ��t��sech�Ag3�meff��x − vt�� , �7�

with arbitrary amplitude A and wave number k, while the
velocity �in fact, the spatial tilt, in terms of planar
waveguides� and frequency shift are given by

v = k/meff, �� = �1/2��g3A2 + meffv
2� , �8�

then, the total soliton’s frequency is �=�0+�� �see Eq.
�3��.

If the dissipative parameters are finite but small, the total
norm of pulse �7�, N=	−	

	 ���x��2dx, obeys the balance equa-
tion,

dN

dt
=

4A

g3�meff�
�− �1 +

2

3
�3g3A2 −

8

15
�5g5A4� , �9�

which can be easily derived from Eq. �1�. Condition dN /dt
=0 predicts the amplitude of a stationary dissipative soliton
that may be stable �8�.

A2 =
15

8g5�5
�1

3
�3g1 +1

9
��3g3�2 −

8

15
g5�1�5� . �10�

�Another fixed point of Eq. �9� is given by expression �10�
with the negative sign in front of the radical, but the respec-
tive stationary soliton is always unstable �8��. Solution �10�
exists under the condition that the expression under the
square root is positive, i.e., the gain is strong enough to
compensate the loss.

�3 
 ��3�min � 2�6/5�g5�1�5/g3. �11�

2. Dark solitons at the center of the Brillouin zone:
Analytical and numerical results

In the case of meff�0 and �1=�3=�5=0, Eq. �5� gives
rise to the dark-soliton solution,

��x� = A exp�i�kx − ��t��tanh�Ag3meff�x − vt�� , �12�

v = k/meff, �� = g3A2 + �1/2�meffv
2, �13�

again with arbitrary wave number k and amplitude A �in this
case, A is the amplitude of the background that supports the
dark soliton�. Assuming that small dissipative terms are
present, the amplitude of the stable state corresponds to the
following fixed point of the norm-balance equation written
for the uniform background �far from the center of the dark
soliton�:

A2 =
g3�3 + �g3�3�2 − 4g5�1�5

2g5�5
, �14�

cf. Eq. �10�. Obviously, this solution exists under condition
�cf. Eq. �11��

�3 
 ��3�min
�backgr� � 2g5�1�5/g3. �15�

Close to the BZ center, i.e., at small k, the Bloch function
may be reasonably approximated �for �1=0� by a combina-
tion of three harmonics �see, e.g., Ref. �17�� as follows:

F�x� = c1 exp�ikx� + c2 exp�i�k + 2��x� + c3 exp�i�k − 2��x� .

�16�

Substitution of this into Eq. �4� yields, in the first approxi-
mation, �0�k�=�0

�center�+k2 / �2meff
�center��, with

�0
�center� = �2 − �4 + �2/2, �17�

and the positive effective mass,

meff
�center� =

2�4 + �2 + �24�4 + 2�2

10�4 + �2 − 3�24�4 + 2�2
. �18�

Other coefficients in Eqs. �16� are found to be c1=1 ,c2=c3
=−�0

�center� /�. Then, it follows from Eq. �6� that the cubic
nonlinear coefficient in Eq. �5� is g3= �1+12c2

2+6c2
4� / �1

+2c2
2�. Further, Eqs. �3� and �12� yield the following full

expression for the dark-soliton solution, obtained in the
lowest-order approximation for small k �recall that in this
section we fix q=2�:

��x,t� = A exp�imeff
�center�vx − i��0

�center� + ���t��1

+ 2c2 cos�2�x��tanh�Ag3meff
�center��x − vt�� ,

�19�

where �� is given by Eq. �13�.
Figures 3�a� and 3�b� display moving dark solitons, as

found from direct simulations of Eq. �1� with �=0 and 4,
respectively, while parameters �1,3,5 are fixed as per Eq. �2�.
In both cases, the initial conditions are set with k=2� /100.
The velocities of the dark solitons are numerically found to
be v�0.0628 for �=0, and v�0.0579 for �=4. According
to Eq. �13�, the respective values of the effective mass are
estimated as 1 and 1.084, for �=0 and 4, respectively, which
is close to the analytical results given by Eq. �18�: meff��
=0�=1, meff��=4�=1.082.

3. Bright and dark solitons near edges of the Brillouin zones

At the BZ edge, i.e., near k=�, one may approximate the
Bloch function by a combination of two harmonics �17� as
follows:

F�x� = c1 exp�ikx� + c2 exp�i�k − 2��x� . �20�

The substitution of this into Eq. �4� yields �0�k�=�0
�edge�

+ �k−��2 / �2meff
�edge��, where
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FIG. 3. The evolution of dissipative dark solitons for �a� �=0
and �b� �=4, with initial wave number k=2� /100. Parameters
�1,2,3 are taken from Eq. �2�.
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�0
�edge� =

1

2
��2 � ����2, meff

�edge� =
���

��� � 2�2 , �21�

and Eq. �6� yields g3=3 /4. The signs + and − in Eq. �21�
correspond to the second and first Bloch bands, respectively.
It is seen from here that the effective mass �21� for the linear
excitations near the BZ edge is negative in the first Bloch
band for ����2�2 �the latter condition holds in physically
relevant situations�, while in the second Bloch band the ef-
fective mass is positive. These two possibilities suggest the
existence of respective bright and dark solitons.

In the former case, the full expression for the bright soli-
ton carried by the Bloch wave near the BZ edge in the first
Bloch band is given by Eqs. �3�, �7�, and �20�:

��x� = A exp�imeff
�edge�vx − i��0

�edge� + ���t�

cos��x�sech�Ag3�meff
�edge���x − vt�� . �22�

Figure 4 compares a typical example of a numerically ob-
tained DGS with its analytical counterpart predicted by Eq.
�22� �the dashed curve�.

It is worthy to note that, for parameters taken as per Eq.
�2�, the soliton’s frequency shift given by Eq. �8� with v=0 is
��= �1 /2�g3A2�0.13, where g3 and A2 were calculated ana-
lytically according to Eqs. �6� and �10�. On the other hand,
since all the solitons in Fig. 1�b� are situated very close to the
upper edge of the first Bloch band, �� should be very close
to �slightly larger than� the width of the band. Indeed, at
point q=2, for which the above analysis was developed, the
numerically found width of the Bloch band is �0.13, in
agreement with this expectation.

Results produced by the systematic numerical analysis are
summarized in Fig. 5, where panel �a� displays a region in
parameter plane ��1 /�3 ,��, where the DGS is stable for �3
=0.2 and �5=0.6; cf. Eq. �2� �the stability was identified in a
straightforward manner, by monitoring the evolution of per-
turbed solitons in the course of long simulations�. Further,
Fig. 3�b� displays the soliton’s amplitude A as a function of
�1 /�3 for �=5, �3=0.2, and �5=0.6, and compares it with
the analytical prediction given by Eq. �10�. Evidently, the
prediction is very accurate. The amplitude jumps to zero near
�1 /�3=0.062, as predicted by Eq. �11�.

Simulations readily generate moving DGSs too. Figure
6�a� displays an example for k=2� /25, while the other pa-
rameters are fixed as per Eq. �2�. In this example, the veloc-
ity �actually, the tilt of the spatial soliton� is negative due to
the negative effective mass, which is numerically estimated
to be �−0.35, as per Eq. �8�. The prediction for the same
mass, as given by Eq. �21�, is −0.34, which is very close to
the numerical value. Further, Fig. 6�b� displays a head-on
collision of two DGSs with k= �0.064�. Note that the col-
lision results in an increase of the solitons’ velocities. A simi-
lar phenomenon was observed in direct simulations of colli-
sions between moving dissipative solitons in the ordinary
CQ-CGL equation �without the viscosity, i.e., with no diffu-
sion term�, which is tantamount to Eq. �5� �10�.

Dark solitons may be carried by the Bloch wave near the
BZ edge in the second band, as Eq. �21� yields meff

�edge��0 in
that case. The full form of the approximate solution for the
dark soliton follows from Eqs. �3�, �7�, and �20� �cf. solution
�22� for the bright soliton�:

��x� = A exp�imeff
�edge�vx − i��0

�edge�

+ ���t�sin��x�tanh�Ag3meff
�edge��x − vt�� . �23�

Figure 7�a� displays an example of such a dark soliton for
�=7.5, with the other parameters taken as per Eq. �2�. The
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FIG. 4. Comparison of a numerically obtained dissipative gap
soliton �solid curve� with the analytical approximation as described
in the text �dashed curve�, at parameter values taken from Eq. �2�.
In fact, the solid and dashed lines almost competely overlap.
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FIG. 5. �a� The numerically identified stability region for the
dissipative gap solitons is located above the border, which is shown
for �3=0.2, �5=0.6. �b� The amplitude of the dissipative gap soli-
tons vs the inverse gain parameter �1 /�3, for �=5, �3=0.2, and
�5=0.6. The solid line shows the analytical prediction given by Eq.
�10� �see the text�.
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FIG. 6. �a� A stable moving dissipative gap soliton with k
=0.08�, for the parameters chosen as per Eq. �2�. �b� The head-on
collisions between two solitons in the same case, with k
= �0.064�.
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comparison shows that Eqs. �23� provides for a good ap-
proximation to the shape of the dark soliton, and Eq. �14�
accurately approximates the background amplitude �the am-
plitude drops to zero at �1 /�3=0.075, which exactly corre-
sponds to the critical point predicted by Eq. �15��. Further
analysis of numerical data leads to a conclusion that, for
�3=0.2 and �5=0.6, the dark solitons are stable in a rela-
tively narrow interval of values of the strength of the peri-
odic potential, 6.2���7.8.

The velocity of the moving dark soliton shown in Fig.
7�b� �in fact, it is the tilt of the beam in the spatial domain, as
said above� is numerically evaluated as v�0.235. The re-
spective effective mass is evaluated as k /v�0.267 �cf. Eqs.
�8� and �13��, which is quite close to the analytical prediction
0.275, given for the present case by Eq. �6�.

III. DESCRIPTION IN TERMS OF BRAGG SOLITONS

Another approximation for the GSs is relevant in the case
when they are found in a narrow band gap. In that case, the
field may be represented as a superposition of two waves
with propagation constants ��q /2 �in terms of Eq. �1��,
which carry slowly varying envelopes U�x , t� or V�x , t� �see,
e.g., Ref. �17��.

��x,t� = ��/2��U�x,t�ei�x + V�x,t�e−i�x� �24�

for q=2. Substituting this into Eq. �1�, keeping only the first
derivatives of the slowly varying functions, and defining res-
caled variables ���� /2�t , ���� /2��x, we arrive at a sys-
tem of coupled-mode CQ-CGL equations, alias CGL-Bragg
equations, as follows:

i
�U

��
= − i

�U

��
+ �1

2
�U�2 + �V�2�U − V

+ i�− �1
2

�
+ �3�1

2
�U�2 + �V�2�

− �5
�

8
��U�4 + 6�U�2�V�2 + 3�V�4��U ,

i
�V

��
= i

�V

��
+ �1

2
�V�2 + �U�2�V − U

+ i�− �1
2

�
+ �3�1

2
�V�2 + �U�2�

− �5
�

8
��V�5 + 6�U�2�V�2 + 3�U�4��V . �25�

In the limit of zero dissipation, �1,3,5=0, these equations go
over into standard coupled-mode equations derived as a
model of the fiber Bragg gratings �15�. The latter equations
give rise to a family of well-known analytical solutions in
the form of Bragg solitons �14,24� �in fact, it was the first
actual example representing the GS species �13��. Those ex-
act solutions can be used as the zero-order approximation, to
select the amplitude of the respective DGS from condition
dN /dt=0 �here, N is the sum of the norms of fields U and V�.

We have tested the approximation based on Eqs. �25� by
taking numerical solutions of these equations, reconstructing
the respective wave forms for � by means of Eq. �24�, and
comparing them to their counterparts obtained from the
simulations of underlying Eq. �1�. Figure 8�a� shows a typi-
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FIG. 7. �a� The numerically generated profile of ��� �solid curve� for a dissipative dark soliton, and the analytical approximation given
by Eq. �23� and shown by the dashed curve, for �=7.5, �1=0.01, �3=0.2, and �5=0.6 �the solid and dashed curve merge almost entirely�.
�b� A moving �tilted� dissipative dark soliton with k=2� /100, for the same values of the parameters. �c� Amplitude A of the background as
a function of �1 /�3 for �=7.5, �3=0.2, and �5=0.6. The dashed line displays the prediction given by Eq. �14�.
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FIG. 8. �a� Comparison of the dissipative gap soliton, obtained
in the numerical form from Eq. �1� �solid curve�, with the recon-
structed profile of ��� produced by CGL-Bragg equations �25�
�dashed curve�, for the parameters chosen as per Eq. �2�. �b� An
example of the reconstructed profile of ���x , t�� corresponding to a
moving dissipative Bragg soliton, at the same set of parameter
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cal example of the comparison. The amplitude of the dissi-
pative Bragg soliton is slightly larger than its counterpart
obtained from the full numerical solution, but the overall
agreement is good. DGSs generated by Eqs. �25� can be
readily set in motion, as shown in Fig. 8�b�.

IV. TIGHTLY LOCALIZED SOLITONS

As wave number �q of the periodic potential decreases,
Fig. 1 shows that the dissipative solitons become narrow,
and, simultaneously, the Bloch band which separates the first
finite band gap from the semi-infinite one turns into a very
narrow “shim” between the gaps. A typical example of the
narrow �tightly bound� dissipative soliton, found from the
numerical solution of Eq. �1�, is displayed in Fig. 9�a�. The
soliton is completely trapped within a single cell of the pe-
riodic potential. In contrast to the loosely bound DGSs con-
sidered above, tightly bound solitons cannot be set in motion
in the simulations.

The shape of the dissipative soliton in Fig. 9�a� suggests
the Gaussian ansatz as an analytical approximation for this
species of the localized state as follows:

� � u�x�exp�− i�t� = �−1/4N/w exp�− x2/�2w2��exp�− i�t� ,

�26�

where N is the soliton’s norm, and w is its width. In conser-
vative models, including the periodic potential and various
self-repulsive nonlinearities, this simple ansatz provides,
within the framework of the variational approximation, a
very accurate fit to tightly bound solitons, which are found if
the chemical potential �frequency� is not taken too close to
edges of the corresponding band gap �25� �in the present
situation, the solitons are close to the lower edge of the band
gap, but this proximity is balanced by the fact that the un-
derlying Bloch band is very narrow �see Fig. 1�b���.

To apply the variational approximation at the zero order,
i.e., neglecting the dissipative terms, we note that the La-
grangian of the stationary version of Eq. �1� is

L = �
−	

	 ��� + � cos��qx��u2 −
1

2
�du

dx
�2

−
1

2
u4�dx .

�27�

The substitution of ansatz �26� and integration yield the ef-
fective Lagrangian,

L�N,w� = �N −
N

4w2 + �Ne−q2�2w2/4 −
1

23/2�

N2

W
. �28�

Next, variational equations �L /�w=�L /�N=0 give rise to
relations

N =
2�

w
����q�2w4e−��qw/2�2

− 1� , �29�

� =
1

4w2 +
N

2�w
− �e−��qw/2�2

,

which implicitly define a family of the solitons.
Restoring the gain and loss terms with small coefficients

�1,3,5, we combine Eqs. �29� with the fixed-point condition
for the balance equation for the norm �cf. Eq. �9��. After
straightforward manipulations, the following system of equa-
tions for N and w can be derived:

N =
3�

22

w

�5
��3 +�3

2 −
8
3

�1�5� ,

���q�2w4e−��qw/2�2
− 1

w2 =
3

4

�3 + �3
2 − �8/3��1�5

�5
.

�30�

Figures 1�b� �the dashed line in it� and 9�b� demonstrate very
good agreement between the soliton’s frequency and ampli-
tude, as predicted by this approximation, and values found
from the numerical solution, as long as q is not too large �in
fact, for q�1.5, as seen in Fig. 1�b��. In particular, the sud-
den disappearance of the numerical solution in Fig. 9�b� at
�1 /�3�0.072 is precisely explained by the fact that Eqs.
�30� have physical solutions under condition �3

2


 �8 /3��1�5 �cf. Eqs. �11� and �15��.

V. CONCLUSION

In this work, we have introduced the model combining
basic ingredients of conservative systems, which give rise to
GSs �gap solitons�, i.e., an effective periodic �lattice� poten-
tial and self-defocusing cubic nonlinearity, and the set of the
loss and gain terms that are basic elements of the CGL equa-
tions of the CQ �cubic-quintic type�. The model represents
the simplest setting in which one may expect the existence of
DGSs �dissipative gap solitons�, including the more special
case of dissipative Bragg solitons, as shown above. The
model can be directly realized in terms of spatial optical
solitons in planar waveguides with the transverse modulation
of the refractive index, self-defocusing nonlinearity, linear
gain, and saturable absorption—the ingredients that may be
readily found in laser cavities.
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FIG. 9. �a� Profile ��� of a typical tightly bound dissipative
soliton, obtained as a numerical solution of Eq. �1� for q=0.5, with
the other parameters fixed as per Eq. �2�. �b� Comparison of the
numerically found amplitude of the tightly bound solitons with the
analytical approximation based on Eqs. �30� �the dashed curve�, for
q=1 /2, �=5, �3=0.2, and �5=0.6.
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Using a combination of direct simulations and several
analytical approximations, we have constructed a generic
family of stable dissipative solitons. They all belong to the
first finite band gap �in terms of the linear spectrum induced
by the periodic potential�, sitting very close to the border of
the Bloch band, which separates the finite band gap from the
semi-infinite gap. The soliton family splits into three parts.
One subfamily represents loosely bound DGSs, found in the
case when the band between the finite and semi-infinite gaps
is relatively broad, while the other subfamily contains tightly
bound solitons, in the opposite case of a very narrow Bloch
band. In fact, the soliton of the latter type is trapped in a
single local well of the periodic potential. These two sub-
families are separated by an intermediate one, which consists
of stable breathers. The loosely bound DGSs can be accu-
rately described in the framework of two analytical ap-
proaches, viz., the product of the Bloch function and slowly
varying soliton envelope, and the coupled-mode approxima-
tion, which gives rise to a system of CGL-Bragg equations.
In either case, the approximation is combined with the bal-
ance equation for the soliton’s norm, to predict the fixed

point corresponding to stationary solitons. The former ap-
proximation also predicts dissipative dark solitons in the
same model. On the other hand, the tightly bound solitons
are very accurately described by means of the method com-
bining the variational approximation �based on the Gaussian
ansatz� and the fixed point of the balance equation for the
norm.

Because the model does not contain the diffusion �viscos-
ity� term, it admits free motion of the loosely bound DGSs
�as well as the motion of dark solitons�, while the tightly
bound solitons, which are firmly pinned to the underlying
lattice potential, are immobile. The velocity of the free mo-
tion is very accurately predicted by the analytical approxi-
mation based on the Bloch functions, and simulations of col-
lisions between moving solitons demonstrate that they pass
through each other quasielastically, featuring an increase of
the velocity after the collision.

It may be quite interesting to extend the model proposed
in this work. In particular, a straightforward possibility is to
study dissipative gap solitons in two dimensions, including
gap solitons with embedded vorticity.
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